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window size as 7, as indicated in Figure 1.

« We performed this classification task using 3 machine
learning approaches: Logistic Regression, Random Forest
and Support Vector Machines (SVM).

CONTRIBUTIONS

« We have created verb categorisation data for Hindi

language.

« We introduce three new verb categorisation approaches. I11. MuRIL

» We introduce a intuitive rule-based solver that uses verbs ' . . .
to identify specific mathematical operations to solve word » For this task, all the words till a verb is encountered
problems. constitute a sample. A total of 6506 samples were created

for verb categorization.
VERB CATEGORISATION DATA « MuRIL is fine-tuned for ten epochs with a batch size of 4.
VERB CATEGORIES RESULTS
 Observation: It states just the presence of entities in a » We used 5-fold cross validation technique to evaluate
the models

container.

« Positive: It states the quantity of entities being added to m

a container or which are created in a container.

. : .. : Verb Distance 0.895
 Negative: It states the quantity of entities being

removed or destroyed from a container. Linear Regression 0.865

e Positive Transfer: It is associated with statements that Random Forest 0.883

involve two containers. It states a transfer of the Support Vector Machines  0.904

quantity of entities from second container to the first. MURIL Fine-tuning 0.96

 Negative Transfer: It is associated with statements that
involve two containers. It states a transfer of the
quantity of entities from first container to the second.

RULE BASED SOLVER EXAMPLE

e In the HAWP dataset (2336 word problems), 1713 word

shon ke paas 13 blok the. mildred ke paas 84 blok the. mildred ne shon ko 2 blok die. mildred ke

Oper(]tiOnS. Gloss: Shawn had 13 blocks. Mildred had 84 blocks. Mildred gave 2 blocks to Shawn. How many
o In these 1713 word problems, there are around 200 unique blocks does Mildred have left?
verbs. These verbs were annotated with the categories States from statements: ,
. tainer: sh
mentIOned GbOVG. shon ke paas 13 blok the :?,Znili:;;rlg o 15| shon ke paas 13 blok the.
Shawn had 13 blocks. entity: blok NNP QC NN
VERB CATEGORISATION APPROACHES Il |
mildred ke paas 84 blok the container: mildrec
I. VERB DISTANCE Mildred had 84 blocks 2:;:;:";’[08'(4 I mildred ke paas 84 blok the.
k ) NNP QC NN
« Each verb in Hindi is represented by its pre-trained e
FastText word vector of 300 dimensions.
- . . , . Transfer Identified: e Verb ‘die’ is identified
e A test verb is assigned the verb category corresponding mildred ne shon ko 2 blok die. NECATIVE TRANSEER— 1 oo e e 2= @
to its closest training verb. We implemented this approach - 1
. . . ) ‘ i e.tran.si.’er c.omponents
USing 'I_near.est neighbor dppl"OdCh. Transfer components identified: \Transfer-containerl: mildred 2:“:;21;?Zc::lwol.(e:.o::ll;aa?::;

Transfer-container2: shon
Transfer-entity: block
Transferred-quantity: 2

>  b/w which transfer is taking
place) and the quantity and
name of entities being

I[I. STATISTICAL METHODS

e~ - | transferred.
° B(]g Of W()r'ds , I[ vebr || verbeategory | container: mildred container: shon T T ——
. - ® ’ quantity: 84 quantity: 13 > tat hav ytr <fer
representation for o word problem 1 verbz || verb category entity: blok entity: blok cae AR Tam
L J{ 4 ‘ |l , container 1 and transfer-
Ve rb Gnd its ' verb 3 I verb category | statel state O CO:‘.ttainer 2 and transfer-
\ J \\ J \u e e en I y.
° ° ° for each verb
nelgthU 'S N thelr . — — — - ‘ — — - , . e Update the previous states
POS(v-3) [ | POS(v-2) | | POS(v-1) | | root(v) ||POS(v+1)||POS(v+2)||POS(v+3) container: mildred container: shon based on the case when all
qctuql order as a i . S g ) . S S| | verb category quantity: 84 -2 =82 » quantity: 13+2=14 » transfer entities are found
DEPW-3)] (DEPv-2)f | DEPW-D | roottW) || DEPW 1| DEPL I PEPLVE I | , entity: blok LD entity: blok in previous states of
vector label ‘ ‘ : ‘ Negative Transfer.
Sqmple Gnd the i state 1l state O
thegory Of the Ve rb [ TF-IDF vector ] [verbcategory]
as the label. : Updated States after transfer:
) : . . Logistic Regression ( ] ( ‘ The main operation verb
® We Created SGmp|eS L TF-IDF vector | | verb category | \ / container: shon container: mildred 5| category is transfer, therefore,
. T traorvector | [verb category | ' quantity: 15 quantity: 82 the main operation is transfer.
fOr the t(]Sk US|ng \ J ) | R entity: blok entity: blok
r TF-IDF vector ][ verb category ‘ ) . . <N
- : SVM . .
word Ievel - k 4 Question Entity: blok T
. . - i ) . o solve the word problem,
|nf0rm(]t|0n (POS (]nd Question Container: mildred whichever state matches the
Figure 1: Training Statistical Models Operation in Question: Transfer question’s container and entity
dependency tng) Answer: 82 — pair, we return its quantity as
) the answer.

with the context
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